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Robot mirroring: Improving well-being by fostering
empathy with an artificial agent representing the self
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Abstract—Well-being has become a major societal goal. Being
well means being physically and mentally healthy. Additionally,
feeling empowered is also a component of well-being. Recently,
self-tracking has been proposed as means to achieve increased
awareness, thus, giving the opportunity to identify and decrease
undesired behaviours. However, inappropriately communicated
self-tracking results might cause the opposite effect. To address
this, a subtle self-tracking feedback by mirroring the self’s state
into an embodied artificial agent has been proposed. By eliciting
empathy towards the artificial agent and fostering helping be-
haviours, users would help themselves as well. We searched the
literature to find supporting or opposing evidence for the robot
mirroring framework. The results showed an increasing interest
in self-tracking technologies for well-being management. Current
discussions disseminate what can be achieved with different levels
of automation; the type and relevance of feedback; and the role
that artificial agents, such as chatbots and robots, might play
to support people’s therapies. These findings support further
development of the robot mirroring framework to improve
medical, hedonic, and eudaemonic well-being.

Index Terms—Affective computing, chatbots, well-being, self-
quantification, empathy, robotics.

I. INTRODUCTION

Well-being is one of the most basic human concerns. It
refers to being well in medical, hedonic and eudaemonic
senses. Medical well-being refers to being healthy physically
and psychologically. Hedonic well-being refers to the sub-
jective feeling of happiness. Finally, eudaemonic well-being
is a state of being that demonstrates our inner potential and
makes us feel fulfilled, significant and leads to an active life
in connection to our surroundings and other people [1].

Mindfulness and self-compassion have been related to high
levels of well-being [2]. A common strategy to improve our
well-being is to become aware of the issues undermining
it. Self-tracking has been proposed to identify areas of op-
portunity to improve our well-being. Bodily states are often
measured with the goal of monitoring our health and detect
anomalies to treat them before they become problematic.
Models of Personal Informatics (PI) propose that self-tracking
leads to self-insight, and eventually to self-improvement or a
positive behaviour change (Self-Improvement Hypothesis) [3],
[4].

Other theories have also been proposed to explain and
understand the processes that make behaviour change more
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likely. According to self-attention theory [5], there are three
fundamental requirements for any behaviour to occur. Self-
focused attention, a salient behavioural standard, and a suffi-
ciently good outcome expectancy to warrant continued efforts.
The cybernetic model of self-attention processes proposed that
behaviour change is achieved within a test—operate—test—exit
(TOTE) loop [6]. To enter the TOTE loop, a person must
establish a goal. In the test phase, the person compares current
and goal state. If there is a mismatch between current and
desired state, the person performs the operate phase in which
actions are performed to reduce the mismatch. The person
tests again and, depending on whether the person achieves the
goal to be met or whether more work is needed, the person
either returns to the operate phase or exits the loop. In this
model, emotions play a central role: positive emotions indicate
that the person is moving towards the goal and negative
emotions indicate a movement away from the goal. Further, the
Nudge theory argued that, to alter people’s behaviour without
limiting freedom of choice, it is more effective to encourage
positive choices rather than restricting unwanted behaviour
with sanctions [7]. All these theories have in common the
notion of knowing what is a positive choice, how far is a
person from their goal or the desired standard, and some
degree of self-attention, self-awareness or self-insight.

In this work, we challenge the assumption that awareness
through self-tracking is necessary for self-improvement. We
argue that, sometimes, a lack of awareness might be more
beneficial. Overwhelming the user with information might
boost unintended effects of self-tracking such as burden of
data collection or annoyance with technology [8]. The number
of tracking possibilities is vast, and their interpretation is
complex. Interventions might not be effective for all per-
sonalities [9]. To overcome these challenges, machines could
be useful by processing high dimensional raw data. Recent
machine learning techniques can be used to automatically
match raw information to a human-understandable, more ab-
stract concept. Nevertheless, data interpretation by artificial
intelligence (Al) algorithms might not be perfect and situations
of distrust or over-trust might arise [10]. Hence, high levels
of automation in data interpretation and user feedback should
be considered carefully. Furthermore, the automation challenge
when providing affective feedback is complex at both the state



identification by the machine, and at the social-signal interpre-
tation by the human user. For example, a high-level automated
agent might tell the user, “you are depressed” after analysing
the raw data. However, an accurate interpretation of the signals
by the machine might change according to several factors such
as context. Also, the interpretation of the feedback by the users
might not be the same across individuals. The interoceptive
body perception and the subjective affective experience might
be linked trough different words for different people with
different contextual experiences [11]. If not treated carefully,
using high-level concepts could also lead to misinterpretations.

Therefore, the self-tracking feedback can be provided at
multiple levels ranging from raw data to high-level metacog-
nitive verbal statements. Numeric feedback is closer to a
raw physical measurement of the user’s bodily state. Agents
conversing with the user would be at the opposite extreme.
Embodied agents (i.e., robots) have the flexibility of being
able to represent both high-level cognitive states and low-level
embodied states. A physical body would also enable them to
convey information through movement [12]; and interoceptive
cues through vibration [13], and heat [14].

Quantification feedback can be delivered subtly, without
creating awareness. The user does not necessarily need to
be aware of each measure, but rather a reflection of their
health is represented in an embodied agent. This is similar
to looking at oneself in a mirror, and it allows users to
better interpret their state intuitively. Moreover, by provoking
empathy with the robot, self-compassion is fostered indirectly.
Self-compassion has been connected with the adaptation of
healthier behaviours [15]-[18]. As human beings, we are
largely influenced and inspired by others. A naive desire to
take care of, and give a good example to our children might
motivate us to live a healthier lifestyle [19]. Therefore, we
hypothesise that behaviour change can be fostered without
necessarily passing through the awareness bridge stated by
the Self-Improvement Hypothesis.

In the following sections we provide evidence from the
literature in favour and against different self-tracking feedback
approaches. First, we explore in detail the assumptions of
regular quantification feedback. Next, we present the concept
elements of the robot mirroring framework, the assumptions
made, and the theoretical support. Finally, we discuss how
both options can be used to improve well-being at different
levels.

II. QUANTIFICATION APPROACHES FOR IMPROVED
WELL-BEING

Self-tracking technologies for self-driven psychological
well-being have grown in recent years. Most of these technolo-
gies are based on the detection and measurement of different
physiological signals such as hearth rate variability and Elec-
troencephalography (EEG) alpha power [20]. In addition, the
use of smartphones has made data capture and self-tracking
available to everyone. Several authors have proposed mobile
apps and wearable devices for self-monitoring of emotional
well-being [21], [22] and stress management [20], [23]. The

results suggest that engagement with mobile apps is related to
improvements in mental health and well-being. There are sev-
eral assumptions regarding quantification approaches for self-
tracking. First, awareness is necessary to produce a behaviour
change in the user. Second, increased awareness is useful for
everybody. Finally, Al algorithms can be accurate enough and
the reasoning behind each result can be communicated to the
user in an intuitive manner.

A. Assumption 1: awareness is necessary for behaviour
change

Behaviour change models such as the Trans-Theoretical
Model of Behaviour Change (TTM) [24] imply that increased
awareness includes two elements: awareness of a previously
unknown fact, and awareness of reasons why behaviour change
is advantageous. In other words, both awareness of the prob-
lem and the motivations to solve it are necessary elements
for behaviour change. Therefore, for PI systems to induce
behavioural changes, the motivations given for behaviour
change should outweigh reasons in favour of staying the
same. Additionally, for long lasting behaviour change, the
perception of self-efficacy in achieving the desired goal is
necessary, as well as feedback temporally close to the relevant
behaviour [25].

Recent sensing technology and mobile applications have
enabled us to monitor and log our behaviour to immediately
obtain feedback on the monitored state. For example, heart
rate (HR) could be directly displayed to a screen, for the
user to interpret the abstract numerical value contextually
according to the activity he is realising. This would help
users to identify co-occurring events that cause HR variations.
Other cues that can add to the interpretability of HR can
be tracked simultaneously. For example, HR and respiration
rates are known to depend on each other, and respiration
exercises are recommended to control one’s heart [26], [27].
Even though technology has enabled us to increase the number
of tracked features, its interpretation might be complex and can
be misunderstood by a naive user [9]. Furthermore, a modality
or channel is required to provide feedback for each type of
information. However, it is difficult for a human to handle
multiple channels, and more technically complex to implement
them. Therefore, appropriate data presentation is necessary
to deliver relevant and concise information. Nevertheless, the
challenge of avoiding feedback misinterpretation remains. For
example, people might only believe information that confirms
or suits their beliefs [28]. These confirmation biases may skew
the interpretation of raw data feedback. We usually do not
think about how many beats per second our heart pumps.
Instead, we think about how that makes us feel, and we name
those feelings to integrate multiple cues in a concept often
described with a single word. However intuitive, word emotion
descriptors might be mapped to different bodily cues according
to the context [11]. Therefore, in comparison to having a
complex conversation about an abstract emotion, there might
be an advantage of delivering feedback subtly, in the form



of enhanced interoceptive cues mapped into the body of an
artificial agent.

B. Assumption 2: increased awareness is useful for everybody

People with different personalities might utilise the provided
self-tracking feedback differently. While physiology feedback
may be beneficial for individuals high in neuroticism, it may
be detrimental for those with high anxiety sensitivity [29].
Furthermore, strategies to deal with symptom tracking differ
between introverts and extroverts. A week-long test with
an emotion-aware chatbot designed for behaviour change,
showed that extroverts preferred the emotion-aware chatbot
significantly more than introverts [30].

C. Assumption 3: Al can deliver an accurate and explainable
interpretation of the data

Artificial Intelligence algorithms excel at the task of pro-
cessing high amounts of information. Recent machine learning
techniques can be used to automatically match raw information
to a more abstract, human-understandable concept. However,
data interpretation by artificial intelligence algorithms might
not be perfect and situations of distrust or over-trust might
arise [28]. Therefore, high levels of automation in data inter-
pretation and user feedback should be considered carefully.
It is important to define up to which level of automation
the interpretations are reliable. Previously, four levels of au-
tomation have been proposed: (1) information acquisition; (2)
information analysis; (3) decision and action selection; and
(4) action implementation [31]. Current self-tracking systems
deal only with information acquisition and analysis. High
cognitive tools like chatbots, on the other hand, tend to have
level 3 automation [32]. The control over or burden to make
decisions and implement behaviour change remains with the
user. Nevertheless, even results of information analysis should
be treated carefully. For example, incorrectly detecting that
someone is angry and stating so might lead to two outcomes.
Either the user’s trust in the feedback decreases because it was
incorrect, or a self-fulfilling prophecy is created where the user
will get angry after being told that they are angry. Usually, the
degree to which a machine learning system can tolerate false
alarms can be controlled a priori and strongly depends on the
system application. It might be better to falsely diagnose a
disease than to miss the symptoms and fail to provide proper
treatment to a sick person. Hence, the feedback provided to
a user who wants to lose weight because of aesthetic reasons
should be different from the feedback provided to a diabetic
patient at risk of complications. In non-medical conditions,
users might benefit from more lenient feedback thresholds.

III. THE ROBOT MIRRORING FRAMEWORK

Previous work has proposed the Robot Mirroring frame-
work [13]. This framework aims to improve human well-
being by encouraging well-being directed actions towards an
embodied agent or robot that mirrors the user’s emotional
state. There are two core elements to this concept. First,
empathy towards an artificial agent is fostered through the

mirroring of behaviour and physiological signals. In this man-
ner, the information acquired through self-tracking is delivered
intuitively, and with a minimum of information analysis. As
a strategy to amplify the perception of the user’s own body,
the pet reflects the current user state (e.g., user’s heart rate)
through the user’s interoception augmentation. Empathy can
also be fostered by allowing the users to personalise their agent
(e.g., a pet), and own them. Second, the agent should appear
weaker and be embodied, as this would trigger more caring
behaviours from the users (Fig. 1).

By using this framework, it is possible to provide thera-
peutic support without going into more complex language-
dependent applications. Currently there are applications in
the market and extensive research to push the limits of Al
chatbots as effective therapists [32], [33]. In these, empathetic
behaviours have been demonstrated in a variety of contexts.
An empathetic chatbot can serve as a buffer against the
adverse effects of social ostracism [34]; and bots speaking
in conversation topics building from general to specific can
help to manage stress [35]. Nevertheless, these approaches
require higher levels of automation [36] and the automation
level needs to be appropriately communicated to the user [37].
Moreover, chat-bots lack a physical body. Previous studies
have shown that emotional interaction between humans and
artificial agents is increased whey they have a strong physical
presence [38]. Therefore, the robot mirroring concept places a
strong emphasis on embodied representations of affect. In this
concept, the knowledge is derived from research on chatbots,
but the focus relies less on high level cognitive conversations
and more on the intuitive care of a physical body that can
break.

For Robot Mirroring approaches to work, there are different
assumptions. First, the robot design is sufficient to represent
the user’s emotional state. Second, the robot is able to clearly
communicate his state to evoke empathetic understanding with
the user. At the same time, feedback can be provided subtly
to avoid unintended effects of self-tracking such as excessive
awareness and over-trust. Third, users develop a stronger feel-
ing of responsibility for agents of weak appearance, or through
personalising the agent (pet) itself. Lastly, by attempting to
mirror user emotional state to the agent, the user is encouraged
to inadvertently practice self-compassion.

A. Assumption 1: a robot is sufficient to represent the user’s
emotional state

A robot is an embodied agent whose actions to cope with the
environment depend largely on its body sensing capabilities.
Because of this, software, behaviour, and interactions with
the environment and other agents strongly depend on its
hardware design. A large amount of research in the Human-
Robot Interaction community uses out-of-the-shelf robots that
were designed with a general purpose. The number of robots
designed completely for a specific purpose is more limited.
For example, one work proposed to design robots considering
expected movements to interact with people even before the
hardware design [40]. This is of utmost importance when
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Fig. 1.
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The care-receiving pet mirrors and magnifies the user’s state. Thus, by fostering empathy with the agent, we also indirectly foster empathy with

one-self. In addition, by making the agent appear weaker, we also trigger compassionate action towards it. Therefore, since the agent is a mirror of the user’s
state, the user’s actions can be interpreted as self-compassionate actions aimed to improve one-self’s well-being. The circles represent the self and other in a

similar manner as the Inclusion of Other in the Self (IOS) scale [39].

designing robots with a specific application. A robot repre-
senting user’s emotional state requires specialised embodied
characteristics if it possesses a larger body for example body
language. Robotic-supported positive psychology interventions
have already been demonstrated. Social robots have been
shown to build the rapport and working alliance necessary for
successful therapies. A social robot coach led to significant
student well-being improvement after the intervention [9].
Moreover, interactions with empathetic chat-bots have been
shown to lead to a higher percentage of positive mood re-
ports [30].

B. Assumption 2: the robot is able to communicate his state
to evoke empathetic understanding with the user

According to Strayer [41] and Davis [42], empathy defi-
nitions fall under two categories [43]: an affective or cogni-
tive approach. In the cognitive approach, empathy is usually
defined as ”the ability to cognitively understand anothers’
feelings and thoughts through perspective-taking”. In contrast,
in the affective approach, empathy is defined as "an affective
response more appropiate to another’s situation than one’s
own”.

To show caring and empathetic behaviour, a robot must be
attuned to the affective state of the user [44]. Several authors
have proposed empathetic virtual agents to promote social and
healthy behaviours in users. For example, an application of
virtual drama to help children address bullying situations [45]
or an Embodied Conversational Agent (ECA) that emulates
the behaviour of a human therapist with a Wizard of Oz setup,
to promote interest in healthy eating to the users [46]. More
recently, a virtual reality game was proposed in which users
controlled a superhero character to fulfil altruistic tasks [47],
and a virtual human that acts as an interviewer designed to
address problems of depression, anxiety, or post-traumatic
stress disorder in patients [48]. However, a problem of virtual
agents is the limited physical interaction resulting from the use
of a computer screen and predefined dialogues to inform the
virtual agent the user’s emotional state [49]. The interaction
with robots tends to be more natural by allowing to adapt
the robot’s behaviour to the user’s emotional state during
the interaction. Robots that accurately signal emotions have

already been developed. For example, a robot with the form
of a chimpanzee that mimics the facial expressions and head
movements of users [50]; and an empathetic anthropomorphic
robot (torso) that shows happiness, fear and neutral facial
expressions as response to the affective speech signal of
the user [51]. The results suggest that users perceived the
robot to react more adequately to emotional aspects of a
situation (“situation fit”). Furthermore, an expressive robot
head was used to confirm that helping behaviours towards
a robot can be increased by proactively adapting the robot’s
behaviour to the mood of the user [52]. Moreover, the role
of empathy in long-term interaction between children and
social robots was explored with a social robot, iCat, that plays
chess with children [53]. The proposed social robot generated
supportive behaviours according to the detected affective state
of the children. In a more recent study, empathy towards a
wearable robot was encouraged by providing visual and haptic
feedback. The visual feedback communicated multiple valence
and arousal levels. The haptic modality was used to enhance
heart beat interoception [13].

Although previous work in artificial agent design has ac-
tively encouraged empathy to deal with own distress or to
promote social behaviours, none of them explored what would
be the effect of mirroring the user’s health state in the artificial
agent to promote self-helping behaviours.

C. Assumption 3: Customisation of the agent leads to a higher
empathy and effectiveness of the intervention

Customisation is one of the strategies that can be used to
boost empathy with an agent. People tend to assign more
value to things they have customised (IKEA effect [54]),
and to things they own (Endowment effect [55]). Moreover,
customisation of artificial agents such as chatbots is deemed
desirable when the required user effort does not exceed users’
mental and motivational capacity and when ample resources
are available [56]. In practice, customisation of physical robots
is more challenging as it requires a certain level of technical
knowledge and/or the interest to learn. Because of this, not the
effects of robot customisation on empathy have been under-
explored.



D. Assumption 4: users develop a stronger feeling of respon-
sibility for agents of weak appearance

In a longitudinal study, children who took care of a robot
were observed to treat the robot as if it was asleep when
suddenly running out of battery [57]. This behaviour is more
salient for robots that are somehow perceived as weaker
than the user. Because of this, feeble robots can be used
as supporting tools in education settings [58]. This concept
is often referred as care-receiving robots. A more intuitive
example is that people often overestimate their ability to cope
with difficult situations [59], [60]. Thus, they do not take
preventive strategies. However, when there is a person with
whom we empathise, and this person is perceived as unable
to cope or is akin to us (i.e., our child), we would tend to take
caring strategies to help them adopt healthier behaviours [61]-
[63]. Moreover, work on chatbots showed that a care-receiving
entity would foster an increased sense of self-compassion [64].

E. Assumption 5: by mirroring the users emotional state to
the agent, the user is encouraged to inadvertently practice
self-compassion

Understanding emotions of others is important to foster
compassionate behaviours to support each other [65]. Caring
and supporting others often leads to a sense of satisfaction and
fulfilment that is beneficial for both one’s own and others well-
being [66]. When speaking only about one’s own emotions,
the terms used are mindfulness for self-understanding, and
self-compassion for understanding oneself and treating oneself
with kindness, care, and concern in the face of negative
life events [16]. If an artificial agent is representing one’s
affective state, being compassionate towards it would also
mean being compassionate towards one-self indirectly. Self-
compassion has been related to promoting successful self-
regulation of health-related behaviours [15]. Moreover, fram-
ing medical problems and their treatment in ways that foster
self-compassion may enhance people’s ability to manage their
health-related behaviour and deal with medical problems [17].
Thus, being self-compassionate often leads to a healthier life-
style and may affect our sense of self-efficacy to achieve our
behaviour change goals.

IV. DISCUSSION AND CHALLENGES

We have summarised the assumptions that are made in
general quantification approaches and highlighted some of
their unaddressed problems. We acknowledge that awareness
is helpful to encourage behaviour change. However, simply
feeding back a large number of raw features might overwhelm
certain users and is prone to misinterpretation and confirmation
biases. The feedback in these approaches is often presented in
raw numerical form and can be complex and highly abstract.
Artificial intelligence has the potential to provide a human-
friendly interpretation. While Al is excelling at processing
multiple streams of data in real-time, its interpretations are
only as good as the data it was trained with. This may lead to
situations in which the interpretation is not accurate enough
(or incorrect). In this case, the users might either distrust the

validity of the information and not benefit from the feedback
at all; or accept the information as absolute, and blindly follow
any advice they receive. Hence, if requested by the user, the
agent should be able to explain how it came to a decision.
Furthermore, humans are diverse. A one-fits-all assumption
like “everybody benefits from increased awareness” ignores
the challenges that vulnerable groups face. Thus, the robot
mirroring approach proposes to consider individual traits of
users to provide a personalised, relevant mirror.

To avoid the potential downsides of raw feedback, the
robot mirroring framework is focused on subtle feedback
without numbers in form of an embodied and empathetic agent
that simply mirrors the physiological data of the user. This
approach is also different from previous attempts of empathetic
agents, as it only tries to reproduce the users state instead of
relying on Al to classify the users emotion and initiating a
predefined reaction. However, a challenge in this approach is
the selection of efficient and appropriate channels to display
accurately and subtly the users emotional state. The modality,
its time resolution, sensitivity and interpretability have to be
considered when implementing the feedback.

Another challenge of the robot mirroring framework is
to increase the users interoceptive awareness and encourage
interaction with the agent in order to foster empathy toward the
agent. Since the agent is mirroring the user’s emotional state,
helping behaviours towards the agent must be promoted to
create the inadvertent practice of self-compassion. Moreover,
making a weak and customised pet agent can improve the
closeness between the user and the pet, and induce stronger
caring behaviours toward this agent. This customisation poses
a challenge. The user must have a high range of personalisation
options of his/her agent in order to achieve a greater degree
of closeness.

V. CONCLUSION AND FUTURE DIRECTIONS

In this paper, we assessed the assumptions related to self-
tracking and well-being improvement. First, we assessed self-
tracking quantification systems that provide feedback nu-
merically. The robot mirroring framework suggests to cre-
ate empathy and behaviour change by fostering helping be-
haviours towards an artificial agent mirroring the self; and
indirectly, self-compassion. The assumptions and challenges
in this framework were also outlined and discussed according
to the literature.

As a future work, we will explore existing technologies and
approaches that allow us to deal with the challenges identified
in this work. Then, a robot will be designed to evaluate the
different assumptions of the robot mirroring framework under
different scenarios. Finally, the assumptions and challenges
stated open discussions about new design alternatives to im-
prove self-tracking for well-being.
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